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Outlier Detection

The intuitive definition of an outlier would be “an observation which deviates so much from
other observations as to arouse suspicions that it was generated by a di�erent mechanism”.

Hawkins [Haw80]

An outlying observation, or “outlier,” is one that appears to deviate markedly from other
members of the sample in which it occurs.

Grubbs [Gru69]

An observation (or subset of observations) which appears to be inconsistent with the
remainder of that set of data

Barne� and Lewis [BL94]
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Outlier Detection

A

I Estimate density = Number of neighbors
Distance (or e.g. KDEOS [SZK14])

I Least dense points are outliers (e.g. kNN outlier [RRS00])
I Points with relatively low density are outliers (e.g. LOF [Bre+00])
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Ensembles

Assume a binary classification problem
(e.g., “does some item belong to class ‘A’ or to class ‘B’?”)

I in a “supervised learning” scenario, we can learn a model
(i.e., train a classifier on training samples for ‘A’ and ‘B’)

I some classifier (model) decides with a certain accuracy

I error rate of the classifier: how o�en is the decision wrong?

I “ensemble”: ask several classifiers, combine their decisions (e.g., majority vote)
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Ensembles

Method 1

Method 2

Method 3

Method 4

Ensemble}
The ensemble will be much more accurate than its components, if

I the components decide independently,
I and each component decides more accurate than a coin.

In supervised learning, a well developed theory for ensembles exists in literature.
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Error-Rate of Ensembles
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Diversity for Outlier Detection Ensembles

Di�erent ways to get diversity:

I feature bagging: combine outlier scores learned
on di�erent subsets of a�ributes [LK05]

I use the same base method with
di�erent parameter choices [GT06]

I combine di�erent base methods [NAG10; Kri+11; Sch+12]

I use randomized base methods [LTZ12]

I use di�erent subsamples of the data objects [Zim+13]

I learn on data with additive random noise components (“perturbation”) [ZCS14]

I use approximate neighborhoods (this paper)
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Approximate Methods for Outlier Detection

Approximate nearest neighbor search has o�en been used for
accelerating outlier detection, but in a fundamentally di�erent way:

I Find candidates using approximation, then refine the top candidates with exact
computations [Ora+10; dCH12]

I Ensemble of approximate nearest neighbor methods,
then detect outliers using the ensemble neighbors [SZK15]

I In this paper, we study building the ensemble later:

1. Find approximate nearest neighbors
2. Compute outlier scores for each set of approximate neighbors
3. Combine resulting scores in an ensemble
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Embrace the Uncertainty of Approximate Neighborhoods

Ensembles need to have diverse members to work.

Other ensemble methods try to (occasionally quite artificially)
induce diversity in the outlier score estimates,
o�en by changing the neighborhoods.

We take advantage of the “natural” variance in neighborhood estimations
delivered by approximate nearest neighbor search.

Di�erent approximate nearest neighbor methods have di�erent bias,
which can be beneficial or not for outlier detection.
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Approximate Nearest-Neighbors

We experimented with the following ANN algorithms:

I NN-Descent [DCL11]
Begin with random nearest neighbors, refine via closure.
(We use only 2 iterations, to get enough diversity.)

I Locality Sensitive Hashing (LSH) [IM98; GIM99; Dat+04]
Discretize into buckets using random projections

I Space filling curves (Z-order [Mor66])
With random projections; project onto a one-dimensional order
(similar to [SZK15], but with Z-order only)
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Experiments: Recall of ANN

NN-Descent
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Experiments: Outlier ROC AUC

NN-Descent
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There is no strong correlation
between neighbor recall
and outlier ROC AUC.
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Experiments: Space-Filling-Curves

Space-Filling-Curves worked surprisingly well (also in [SZK15]):
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Observations

NN-descent: recall improves a lot with k (larger search space).
But we observed very li�le variance (diversity),
and thus only marginal improvement.

LSH: very good recall, in particular for small k.
Ensemble be�er than most members, but not as good as exact.

SFC: Intermediate recall – but very good ensemble performance.

z If we have too high recall, we lose diversity.

z If we have too low recall, the outliers are not good enough.

z A working ensemble needs to balance these two.
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Beneficial Bias of Space-Filling Curves

Why approximation is good enough (or even be�er):

Approximation error caused by a space filling curve:

Black lines: neighborhoods not preserved

Grey lines: real nearest neighbor

Green lines: real 2NN distances

Red lines: approximate 2NN distances

The e�ect on cluster analysis is substantial, while for outlier detection
it is minimal but rather beneficial.

I Since outlier scores are based on density estimates anyway – why would we need
exact scores (that are still just some approximation of an inexact property)?

I Essentially the same motivation as for ensembles based on perturbations of
neighborhoods (e.g., by noise, subsamples, or feature subsets) would also motivate to
base an outlier ensemble on approximate nearest neighbor search. 14



Conclusions

When is the bias of the neighborhood approximation beneficial?

Presumably when the approximation error leads to a stronger underestimation of the local
density for outliers than for inliers.

z We should study the bias of NN approximation methods.
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Thank You!

�estions?
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